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Introduction 

Excess electrons can be introduced into liquids by absorption of high energy 

radiation, by photoionization, or by photoinjection from metal surfaces. The electron’s 

chemical and physical properties can then be measured, but this requires that the electrons 

remain free. That is, the liquid must be sufficiently free of electron attaching impurities 

for these studies. The drift mobility as well as other transport properties of the electron 

are discussed here as well as electron reactions, free-ion yields and energy levels, 

Ionization processes typically produce electrons with excess kinetic energy. In 

liquids during thermalization, where this excess energy is lost to bath molecules, the 

electrons travel some distance from their geminate positive ions. In general the electrons 

at this point are still within the coulomkic field of their geminate ions and a large fraction 

of the electrons recombine. However, some electrons escape recombination and the yield 

that escapes to become free electrons and ions is termed Gfi. Reported values of Gfi for 

molecular liquids range fkom 0.05 to 1.1 per 100 eV of energy absorbed. [ 1,2] The reasons 

for this 20-fold range of yields are discussed here. 

Electrons in nonpolar liquids are either in the conduction band, trapped in a cavity 

in the liquid, or in special cases form solvent anions. The energy of the bottom o€  the 

conduction band is termed VO. VO has been measured for many liquids and its dependence 

on temperature and pressure has also been measured. New techniques have provided 

quite accurate values of VO for the liquid rare gases. The energies of the trapped state have 

also been derived for several liquids from studies of equilibrium electron reactions. 

characteristic of the trapped electron is its broad absorption spectrum in the infrared. 

A 

Electron attachment rates have been measured for numerous solutes. Marly of 

these studies were limited to three solvents: cyclohexane, 2,2,4-trimethylpentane and 
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tetramethylsilane (TMS) and those rates are discussed here. What to expect in other 

liquids can be inferred from these results. Considerable insight has been gained into 

certain reactions. Equilibrium reactions of electrons are particularly interesting since they 

provide information not only on energy levels, as mentioned above, but also on the partial 

molar volume of trapped electrons. This has led to a better understanding of the 

mechanism of electron transport. 

This chapter presents the current understanding of electrons in nonpolar liquids. 

Experimental as well as theoretical studies are discussed. For further detail than is 

provided here the reader is referred to recent books on the subject,[3,4] as well as 

references cited herein. Some questions still remain due largely to the theoretical 

difficulties of describing a quantum particle in a disordered environment. The future will 

hopefidly bring new discoveries and revelations that will answer these questions. Finally, 

we discuss current applications of nonpolar liquids to indicate where future uses may 

develop. 

11. Electron Escape and Recombination 

An important consideration in understanding a radiation chemical mechanism or 

predicting the outcome of a radiation experiment is knowing the yield of free electrons or 

Gfi, the number of ion pairs produced per 100 eV absorbed. The free ion yield is affected 

by the density of ionization along the track of the ionizing particle. The highest yield is 

observed for high energy electrons, typically 1-2 MeV, which result in well separated 

clusters of a few ionizations each. An alpha particle creates a dense column of ionization 

and ion yields are very low. X-rays show intermediate behavior. Other factors likle 

molecular structure, temperature, the applied field, the pressure and density also affect Gfi. 

Making sense of free ion yield data requires first knowing what is meant by the 

free ion yield. Free electrons are those that escape initial spur or track recombination and 
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are therefore diffusing in the bulk and can react with other species in a homogeneous 

fashion. The escape process can be considered to have two steps. First, the electrons 

released by ionizing the solvent molecules lose energy in scattering events and in the 

process travel some distance, r, from their positive ions. The electrons may lose energy to 

vibrational modes but a significant fraction of the range occurs while the electron has 

lower, near thermal energy. In general there will be a distribution of ranges D(r) and the 

mean thermalization range is designated by b. For most nonpolar liquids the electrons 

after thermalization will still be within the Coulombic field of the positive ions, equal to 

e2/Er, where E is the dielectric constant. Consequently, the fraction escaping is low. 

In the second step the thermalized electrons will either recombine with the ions in 

the track or spur or escape. The yield of free electrons is the integral of the product D(r) x 

P(r) times the number of electron-ion gairs formed.initially in the spur or track, Gtot, 

where P(r) is the probability of escape. For a single ion pair P(i )  is given by: [5] 
- - + -  .a 

P(r) = exp(-e2/&kBT) (1) 

The initial yield, Gtot, is not known exactly for molecular liquids. However the 

fraction of electrons that escape geminate recombination increases with the applied 

electric field and extrapolating such results to high field gives Gtot = 4.0 for 

neopentane,[6] 3.1 f 0.3 for TMS,[7] and 4.5 for Ar.[8] A value for Gtot of 4.0 was 

obtained for cyclohexane by measuring the yields of methyl radicals formed in the 

reaction of electrons with methyl chloride and methyl bromide. [9] High concentrations of 

these solutes were used (up to 0.5 M) in order to compete with geminate recombiination. 

An analysis by Jay-Gerin et al. of free ion yield data led to an average Gtot value of 3.7 f 

0.5 for typical hydrocarbons. [lo] Others have suggested that Gtot may vary considerably 

from liquid to liquid.[l 11 
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Fast pulse radiolysis studies have shown that geminate recombination occurs on 

the picosecond time scale. [ 12,131 Bartczak and Hummel[ 141 predicted that for n- 

dodecane 82% of the geminate ions still remain at 5 ps for 1 MeV irradiation. Future 

accelerators, with pulses of a few picoseconds length, may soon provide experimental 

measurements of Gtot directly. 

A. Gj forMinimum Ionizing Radiation. For minimum ionizing radiation, where the 

ionization events are widely separated, the value of Gfi at room temperature correlates 

with the electron mobility, p ~ .  [ 1 , 101 

Figure 8.1 

Figure 8.1 illustrates this dependence for representative liquids. Typically, Gfi and p~ are 

low for n-alkanes, n-alkenes and aromatics and high for branched compounds with many 

methyl groups like neopentane. For p~ > 0.1 cm2Ns the yields for alkanes follow 

reasonably well a relationship suggested by Jay-Gerin: [ 101 

Gfi = a (PD)" (2) 

Implicit in such a dependence is the recognition that scattering lengths of thermal and 

epithermal electrons are similar. A least squares fit of the data for compounds containing 

only hydrogen and carbon leads to the solid line shown in figure 8.1 for which a = 0.25 

and x = 0.33, for p~ in cm2/Vs. 

Figure 8.1 includes points for ethane and propane at 298 K for which Gfi = 0.94 

and 0.43 ionsll00 eV, respectively.[ 161 The electron mobilities for these liquids at this 

temperature are quite high. At even higher temperatures, in the supercritical fluid, Gfi and 

pD for ethane and propane are higher still.[20,21] On the other hand, at low temperatures 

near the boiling points the yields of free ions as well as the mobilities in these liquids are 

quite low (Gfi = 0.16 for ethane for example) and points for these liquids then would be on 

the left side of the figure. 
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The data for compounds containing a silicon or germanium atom fall on a lower 

line (dashed) in figure 8.1 for which a = 0.12 and x = 0.34 in Eq. 2. That is, for any 

given mobility value, compounds containing a heavier atom have a lower free io:n yield 

than that given by the line for alkanes. [ 151 A lower Gfi means a shorter mean 

thermalization range, suggesting that scattering of epithermal electrons is stronger when 

silicon or germanium atoms are present. The points for benzene and toluene are also 

below the line for alkanes. While Eq. 2 is a rough prediction of how Gfi changes with 

mobility it fails in some cases. For example, when pressure is applied to 2,2- 

dimethylbutane and 2,2,4-trimethylpentane p~ increases yet Gfi decreases. [22] HIowever, 

for n-pentane and TMS Eq. 2 predicts the changes in Gfi with pressure quite well. 

Free ion yields generally increase with increasing temperature, indicating that the 

mean thermalization distance, by increqses. Since the density, d, decreases with increasing 

temperature, several authors have examined how the product, hd, changes. In the case of 

n-alkanes and benzene this product is fairly constant over a large temperature range. [ 171 

This same study also found that at 296 K hd is almost the same for the alkanes from C 4  to 

(214. For the pressure study mentioned above, free ion yields were found to decrease with 

increasing pressure yet the product, bd, remained quite constant for all six liquids 

studied. [22] 

B. Gfi for X-rays. Yields of free ions for exposure to x-rays are less than for high 

energy electrons. Interaction of x-rays with nonpolar liquids occurs largely by the 

photoelectric effect, with Compton scattering becoming important as the photon energy 

increases. Both events release electrons. The photoelectron energy is given by the x-ray 

energy less the binding energy, which for carbon is 284 eV. For hydrocarbons, 

photoelectrons from the k-shell of carbon will dominate. 

Figure 8.2 
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Results for x-rays are shown in figure 8.2. Gfi has been measured for three liquids 

for x-rays of 1.6 to 30 keV energy.[23-254 The figure also includes points for minimum 

ionizing radiation at 2 MeV. There are very large changes in yield with energy. For 

2,2,4,4-tetramethypentane Gfi changes from 0.83 to 0.12 ions/lOO eV. The probability of 

escape is only 3% in the 2-5 keV range. 

The lower yields for x-rays come about as a result of the high rate of energy loss of 

the photoelectrons resulting in a high density of ionizations along the track of the (electron. 

This rate of energy loss depends on the energy of the photoelectrons. For a 30 keV 

electron, ionizations occur on average 24 nm apart, while for a 2 keV electron ionizations 

occur 2.9 nm apart. Thus there is overlap of ionizations because the thermalization ranges 

of the secondary electrons are comparable to the distance between ionizations. A 

secondary electron will sense several positive ions along the track, thus increasing the 

probability of recombination in the track. 

Theoretical calculations of the free ion yields have been made as a function of the 

electron energy. These calculations start with a given track structure for the position of 

the positive ions and a distribution of distances for the secondary electrons. The charges 

are then allowed to diffuse in the electric field due to all the other charges. Electrons 

either recombine with positive ions or escape. The lines in figure 8.2 were calculated in 

this way. The dashed lines are for n-hexane and 2,2,4-trimethylpentane. In this case a 

Gaussian distribution of electron separation distances was assumed, with the mean 

thermalization ranges, by shown on the figure. [26,29] For the dotted line an exponential 

distribution with an average thermalization range of 26.5 nm was assumed.[27] The 

computer simulations agree quite well with the experimental measurements. 

C. G3for alphaparticles. The few studies that have been made indicate that the 

free ion yield for exposure of liquids to alpha particles is quite small. For hydrocarbons 
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Gfi is very small, 0.005 per 100 eV.[30,3 13 Theoretically a zero yield is expected for 

cylindrical geometry and alpha particles create such a track. The low yields in 

hydrocarbons can be attributed to those electrons on the tail of the distribution that 

thermalize some distance from the track, these are' often called delta rays. For liquid rare 

gases the yields are higher, for example the zero field yield is 0.16 per 100 eV for Xe,[32] 

because the thermalization ranges are much longer. 

111. Energy of the Quasi-free Electron. 

The existence of a band of states in which the electron is quite mobile and its 

wave-function is extended is common to all nonpolar liquids. The energy of the lowest 

state in this band relative to vacuum is designated VO. Values of VO for nonpolar imolecular 

liquids range fiom +0.2 to -0.75 eV at room temperature.[2] Some representative values 

are given in Table 8.1. When VO is low in energy there is usually 
b 

-Table 8.1 

little trapping and the electron mobility is high. Conversely when VO is high, the trap state 

is likely to be favored and the mobility is low. When VO is positive the electron favors the 

vacuum over theliquid, energetically. Emission of electrons into the vacuum occurs 

readily for liquids for which VO is positive like n-hexane (Vi = 0.1 eV)[35,36]. For liquid 

helium VO is +1.3 eV and the electron resides in a bubble of radius 1.4 nm.[37] 

The energy of the VO state is usually considered to be the difference between two 

terms: an attractive polarization energy, Up, and a kinetic energy term, TO. Conceptually, 

this energy is like the energy of the ground state of an electron in a potential well, where 

the walls of the well are the impenetrable hard sphere surfaces of the molecules of the 

fluid. When these walls come closer, the energy TO will increase, which explains why VO 

increases with density for liquids. For example, VO increases with decreasing temperature 

for various hydrocarbons. [38] When pressures of 2.5 kbar are applied to hydrocarbons, 
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increases in VO of a few tenths of an eV are observed. [39] Various theories have lbeen 

used to calculate VO, see below. 

Several methods have been employed to measure the energy of this state in nonpolar 

liquids. The methods fall into three categories: the change in work function of a metal 

when immersed in the liquid; photoionization; and field ionization. Of these the latter, in 

which field ionization of high-lying Rydberg states is utilized to locate Vi, has in recent 

years provided what are considered to be the most accurate values of VO in fluid Ar, Kr 

and Xe. 

In the photoelectric method VO is obtained as the change in work function, $, of a 

metal when immersed in the liquid. Thus VO is given by the difference in work fkctions: 

YO = $liq - $,a, (3) 

This method was first used to determine VO in liquid Ar, [40] and was later applied to 

liquid hydrocarbons [38,41-431 as well as to supercritical hydrocarbons like ethane. [44- 

461 Most of the data available on VO for nonpolar liquids was obtained by this method. 

In a variation of the photoelectric method, VO can be determined by measuring 

emission of electrons from the liquid into the vacuum. Even when VO is negative electrons 

can penetrate this barrier and be collected in the gas phase. [35,36,47] Borghesani, et 

al.[48] used this technique and from the time evolution of the current reaching the anode 

for a sample of liquid AI- at 87 K found VO to be -0.126 eV. This is in excellent agreement 

with the value of -0.125 eV given by equation 6 (see below) for this density (2.09 x 

~ m - ~ )  using the field ionization technique. 

When molecules are photoioiiized in a liquid there is a lowering of the ionization 

threshold, Eth> due to both the sudden polarization of the liquid by the ion Epol and Vi. 

Thus: 

+ 

Et1, = IP + EpoT + Vo (4) 
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A study of the photoionization of TMPD in solution [49] showed the dependence of the 

wavelength of ionization onset on the energy VO of the solvent. The data was used to 

evaluate VO for 18 different liquids. Typical results of this and other studies [50,5 11 are 

given in Table 8.1. Direct single-photon ionization of solvent molecules is also sensitive 

to the value of VO [52-551 and can in principle be used to determine VO. 

Recently, laser multiphoton ionization of solutes has been used. Defining the 

threshold of ionization, Eth, can be a problem in some of these methods. A recent 

multiphoton technique, utilizing femtosecond laser pulses, appears to give quite accurate 

thresholds. [56] In this work a conductivity spectrum is measured at visible wavelengths 

and a sharp drop in current occurs as the mechanism changes from n-photon excitation to 

(n+l)-photon excitation, where n is typically 3 to 4. The threshold is defined by fitting the 

current to an analytic function that defines the midpoint of this transition. Eth is then n 

times the energy at which themidpoint occurs. The thresholds are sensitive to VO and 

could be used for determination of this quantity. 

I- 

Photodetachment from anions should also be mentioned. [57-591 In this case the 

threshold, Eth', given by: 

Eth' = E.A. + VO - Epol-, (5) 

is well defined since the electron escapes with high probability from the neutral molecule 

left behind, and the photodetachment yields as a function of photon energy follow a 

known power law. Thus VO values can be determined from such studies if values of the 

electron affinity, E.A., are available. 

Recently VO has been measured in dense rare gas fluids by field ionization of 

Rydberg states of solutes lying close to the continuum. In this technique Reininger and 

coworkers [60-631 utilized synchrotron radiation and measured photocurrent spectra in the 
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VUV with a resolution of 7 meV. The photocurrent spectra were measured at several 

applied electric fields. A field ionization spectrum was obtained by subtracting the 

spectrum at low field from one obtained at high field. Such spectra typically showed one 

peak at threshold energies due to those high-lying states that ionized at the high voltage 

but not at the low. Measurements were made in argon containing CH3I [60] and H2S [61] 

as solutes and the density was varied from dilute gas to the triple point of argon. The 

position of the field ionization peak shifts as the density is changed. These shifts are the 

combined effect of changes in the ion-media polarization energy and VO. Accurate 

calculation of the former allowed evaluation of VO as a function of density, utilizing Eq. 4 

above. The resulting values of Vi are in good agreement with earlier photoelectric and 

theoretical values. Further, the two solutes: CH31 and H2S gave very comparable results. 

For argon, VO reaches a minimum value of -0.294 eV at a density of 12 x 1021 ~ m - ~ ,  which 

is the density at which the electron mobility is a maximum. 

Figure 8.3 

The solid line in Fig. 8.3 is a best fit of Eq. 6 to the experimental data.[61] See cited 

reference for values of the parameters in equation 6. 

Vo(N) = a0 +a1(N-a2) + (a3/a4)ln cosh(a4(N-a2) (6) 

The density dependence of VO in K.r was determined by field ionization of CH31 

[62] and (CH3)2S [63]. Whereas previous studies found a minimum in Vi at a density of 

12 x 1021 ~ m - ~ ,  [66] the new study indicates the minimum is at 14.4 x 1021 cm-3 (see Fig 

8.3). This is very close to the density of 14.1 x 1021 cm-3 at which the electron mobility 

reaches a maximum in krypton, [67] a result that is consistent with the deformation 

potential model [68] which predicts the mobility maximum to occur at a density where VO 

is a minimum. The use of (CH3)zS permitted similar measurements of VO in Xe because of 

its lower ionization potential. The results for Xe are also shown in Fig 8.3 by the lower 
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line, which represents the analytical equation 6 giving the best fit to the data. Parameter 

values, a,, can be found in the reference cited. 

The earliest theoretical model of the effect of a medium on the quasi-free electron 

energy was proposed by Fermi [69] to explain ionization of high Rydberg states. This 

model, which predicts a linear dependence on density, works well only at low densities. 

Springett, Jortner and Cohen [37] introduced the Wigner-Seitz model to calculate Vi in 

several liquids employing a simple electron-atom pseudopotential. This model was used 

by Stampfli and Bennemann to calculate YO for liquid Ar, Kr, and Xe, except they solved 

the eigenvalue problem numerically.[64] Their results for Ar, shown in Fig. 8.3 by the 

dashed line, are in good agreement with experiment. Several other modifications to the 

theoretical treatments have been proposed [65,70-731 using various techniques. Simon, et 

al. used a classical percolation approach to predict .V, for AI, Kr, and Xe.[74,75] The 

calculations of Plenkiewicz, et al., [65] which use an accurate electron-atom 

pseudopotential, are shown by the dotted lines in Fig 8.3. Their calculations also agree 

quite well with the experimental data and find the minima at the right densities. These 

newer studies are readily applicable to molecular liquids and have been applied to CHQ 

and Sil&.[76] 

IV. Solvated Electrons 

+ 

Evidence for the existence of a trapped state of the electron in some liquidls comes fiom 

several sources. For one, pulse radiolysis studies have shown that for certain alkanes there is a 

broad absorption in the infrared that can be attributed to the electron. Second, studies of the 

effect of pressure on the mobility of electrons have revealed information about cavity sizes and 

the role of electrostriction in the trapping process. Finally, conductivity studies of reversible 

reactions of the electron have given us the energetics of the trapping process. These latter 

equilibrium studies are described in detail in section V-A. Values of AGsoln(e) for selected liquids 
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are given in Table 8.1. For many liquids AGsoln(e) lies below the Yo state making trapping 

energetically favorable. 

Early pulse radiolysis studies of alkanes at room temperature showed that the solvated 

electron absorption begins around 1 pm and increases with increasing wavelength to 1.6 pm for 

n-hexane, cyclohexane and 2-methylbutane. [77] More complete spectra for three liquid alkanes 

are shown in Figure 8.4. The spectrum for methylcyclohexane at 295 K 

Figure 8.4 

extends to 4 pm and shows a peak at 3.25 pm.[78] At the maximum the extinction coefficient is 

2.8 x lo4 M-lcm-'. The spectrum for 3-methyloctane at 127 K, shown in Figure 8.4, peaks around 

2 pm. The peak for methylcyclohexane is also at 2 pm at lower temperatures. Recently, the 

absorption spectra of solvated electrons in 2-methylpentane, 3 -methylpentane, cis-decalin and 

methylcyclohexane glasses have been measured accurately at 77 K.[80] For these alkanes the 

niaxima\occur at 1.8 pm, where the extinction coefficient is 2.7 x lo4 M- cm . 1- ym-1 

The stronger absorption at lower temperatures can be attributed to several factors. One is 

that the equilibrium between quasifree and trapped electrons shifts to favor trapped electrons 

as the temperature is lowered for these liquids. Another is that homogeneous recombination of 

electrons with positive ions is slower at the lower temperatures and therefore occurs to a lesser 

extent during the pulse, which for the pulse radiolysis studies was typically 10 to 20 ns. The rate 

constant, k,, for electron recombination with positive ions, in most nonpolar liquids is given by: 

k, = 4n = 1.09 x 10'' (p&) M-'s-' (for pe in cm2/Vs). ((7) 
& 

This equation is sufficiently valid that it is considered to be a law of electron dynamics. 

Exceptions exist only for very high values of p~ (see chapter IO). 

It is important to consider the magnitude of the recombination rate in studies of this type. 

For methane k, is 1.7 x l O I 7  M-'s-' at 93 K.[81] Thus if a concentration of ions of 0.1 pM were 
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formed in the pulse, the electrons would disappear with a first half-life of 50 ps. For 2,2,4- 

trimethylpentane k, is 3.6 x 1 OI5, and for a similar conceiitration of electrons the recombination 

lifetime would be a few nanoseconds. Where the electron mobility is lower the recombination 

rate is slower. For methylcyclohexane, where pe = 0.07 cm2/Vs,[lX] k, is 4 x 1013 M-ls-' and the 

first half-life should be about 250 ns. 

Electrons have not been detected by optical absorption in alkanes in which the mobility is 

greater than 10 cm2/Vs. For example, Gillis, et al.[82]report seeing no infrared absorption in 

pulse irradiated liquid methane at 93 K. This is not surprising since the electron imobility in 

methane is 500 cm2/Vs[8 11 and trapping does not occur. Geminately recombining electrons have 

however been detected by IR absorption in 2,2,4-trimethylpentane in a subpicosecond laser pulse 

experiment.[83] The drift mobility in this alkane is 6.5 cm2/Vs and the quasi-free mobility, as 

measured by the Hall mobility is 22 cq2Ns  (see section VI). Thus the electron is trapped 2/3'dS 

of the time. 

The nature of the absorption spectra has been discussed by several authors. [78,80,84,85] 

Since the trapped state is not far below the conduction band, it is at least reasonable to consider 

that the infrared spectrum is a bound-free transition. In the study of alkane glasses at 77 K, 

mentioned earlier,[80] the cross sections near threshold were found to fit the Wigmner[86] power- 

law. This supports the idea that the spectra are due to a transition from a bound S-state to a 

continuum P-state. The threshold binding energy at 77K was found to be 0.48 eV. From an 

analysis of the spectral distribution, the authors obtained ground state properties of the trapped 

electron. The experimental spectrum matched that derived fiom a simple spherical well model, 

suggesting that the electron resides in a cavity of radius 0.35 nm. Other studies have arrived at a 

similar value for the radius. For example, Ichikawa, et al.[84] obtained 0.36 im for 3- 

methylpentane glass based on a model that included a short range repulsive contribution and an 

attractive, Born-like, medium polarization. An electron spin resonance study of solvated 

. .- 

15 



S 1. 

electrons in deuterated 3-methylpentane glasses indicated there were an average of three 

molecules in the first solvation shell. A combination of spin-echo and second moment analysis 

gave electron to proton distances from 0.35 to 0.43 nm.[87] These studies have provided 

considerable insight into the nature of the trapped state and are consistent with the transport 

studies discussed below. 

Studies of the effect of pressure on p~ in a series of ten hydrocarbons revealed more 

information about the trapped state.[34] The pressure data led to the conclusion that the partial 

molar volume of the electron, y ,  is small but may be either positive or negative. Values range 

from +22 cm3/mol for m-xylene to -27 cm3/mol for 1 -pentene. This depends on the relative 

magnitude of two large volume terms that make up y .  One is the cavity volume, a positive 

term, the other is the electrostriction of the solvent around the trapped electron. VvThereas the 

electrostriction term varies considerable depending on the compressibility of the solvent, the 

cavity volume does not change much and the average value for the hydrocarbons is 96 cm3/mol, 

coi-responding to a cavity radius of 0.34 nm. 

Thus, from pulse radiolysis, mobility measurements, and electron reaction studies we have 

information on the absorption spectra, the cavity volume and the energy of the trapped or solvated 

state. The nature of this state seems to be an electron that is localized in a cavity in the liquid. 

V. Reactions of Electrons 

Electron attachment to solutes in nonpolar liquids has been studied by such 

techniques as pulse radiolysis, pulse conductivity, microwave absorption and flash (laser) 

photolysis. A considerable amount of data is now available on how rates depend on 

temperature, pressure and other factors. Although further work is needed, some recent 

experimental and theoretical studies have provided new insight into the mechanism of 

these reactions. To begin we consider those reactions that show reversible attachmient- 
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detachment equilibria and therefore provide both free energy and volume change 

information. 

A. Electron equilibria 
. ,  

Electron equilibria of the type: 

ka 
e- + solute solute- 

kd 

have been observed for solutes that do not dissociate on attachment and have gas phase 

electron affinities (EA) between -1.15 eV (benzene)[88,89] and 0.3 eV 

@henanthrene)[90]. Application of high pressure facilitated the studies for solutes of very 

negative electron affinities like toluene, benzene and butadiene. Equilibrium constants, 

K,,, have been evaluated by conductivity methods from changes in electron mobility and 

from determination of both the attachrpent rate constants, ka, and the detachment rate 

constants, kd. Values of AGr for various solutes are 

Figure 8.5 

shown in Figure 8.5 for tetramethylsilane, 2,2,4-trimethylpentane, n-hexane, and 

supercritical ethane as solvents. It has been shown that AGr depends on the polarization 

energy of the product anion, Epol(S-), and the solvation energy of the electron AG,(e) 

according to: 

AGr(4 = AGP(g) + Epoi(S-) - AGs(e) (9) 

where AG,"(g) is derived from the electron affinity: AG,"(g) = -EA -TAS,(g). For all the 

reactions, AGP is lower in 2,2,4-trimethylpentane than in tetramethylpentane (TNIS) partly 

because AG,(e) is higher in the former solvent and also because the dielectric constant is 

higher in 2,2,4-triniethypentane, which makes the value of the solvation energy lower. 
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The further lowering of AGr for these reactions in n-hexane is due largely to the even 

higher value of AG,(e) in this solvent. 

Equilibria of this type have been used to determine the ground state of the electron 

in liquids. [loo] Some of the values of AG,(e) given in Table 8.1 were evaluated this way. 

The reaction of the electron with C02 was used to measure AG,(e) for 

hexamethyldisiloxane and bis(trimethylsily1)methane. The electron mobility in these 

liquids is unusually high and Yo is therefore expected to be the same as AG,(e). For 

hexamethyldisiloxane AG,(e) was found to be -0.70 eV and that for 

bis(trimethylsily1)methane to be -0.66 eV.(see Table 8.1) 

These equilibria reactions occur with large decreases in both volume and entropy. 

Volume changes range fiom -80 to -300 cm3/mol depending on the solute and pressure. 

These volume changes, AVr, are associated with the electrostriction of the solvent around 

the product anion, Vel(ion), and to some extent with a contribution of the partial molar 

volume of the electron, v (e). Thus: 

AVr = V,l(ion) - v (e) (10) 

Values of 

However, magnitudes of AVr were found to be much larger than could be accounted for 

using the classical expression for Vel(ion): [ 10 11 

(e) are small compared to the overall volume changes (see Section IV). 

Vel( ion) = -(e2/2Rion)( 1 /C2)(dddP) (1 1) 

To account for the difference between experiment and theory, Schwarz suggested that 

electrostriction includes the formation of a glassy shell of 7 to 9 solvent molecules around 

the ion. [ 1021 This phase transition provides a substantial density increase and the 

observed volume changes can then be accounted for. 
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These attachment-detachment equilibria (Eq. 8) shift to the right with increasing 

pressure and to the left with increasing temperature. Thus the free energies decrease with 

pressure and increase with temperature. These effects are related to the solvent 

compressibility, which increases with pressure and decreases with temperature. The 

entropy contribution is less at high pressure but increases with temperature. Because both 

entropy and volume changes are due to electrostriction of the solvent, these quantities are 

related by: 

AS,l(ion) = ( a / x ~ )  AV,l(ion), (12 1 

where a is the coefficient of thermal expansion and XT the isothermal compressibility. 

Electron attachment equilibria have also been observed in supercritical ethane. 

The equilibrium constants are generally smaller than in liquids and consequently AGr is 

higher. Thus, as shown in Figure 8.5, AG, for attaohment to COz is higher in ethane at all 

pressures than in either TMS br 2,2,4-trimethylpentane liquids. This is mainly a 

consequence of the lower density of the solvent that results in less polarization energy for 

the anion. However, the continuum model of Born is no longer correct for evaluating the 

polarization energy because of the significant density augmentation around the ions in 

supercritical nonpolar fluids. Instead a compressible continuum model that takes this 

effect into account must be used. [99,103] In the case of a supercritical solvent like 

ethane the free energy of attachment to a solute changes rapidly with pressure, particularly 

near critical densities where the compressibility of the fluid changes rapidly. Thus as the 

pressure increases the values of AGr for attachment to C02, pyrimidine and pyrazine 

decrease. The equilibria in supercritical ethane could only be observed over the pressure 

ranges indicated in the figure for these solutes. 

The volume changes, AV,, for attachment to solutes in supercritical ethane can be 

extremely large and they are always negative. For pyrazine as a solute, values of AVr 
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range from -1 .O to - 45. literdmole, depending on temperature and pressure. The largest 

changes are found at the densities where the compressibility is the largest at each 

temperature. These changes are mostly due to electrostriction of the solvent around the 

ion formed and are predicted quite well by the compressibile continuum model. 

Generally, the density augmentation around an ion in a supercritical fluid extends to a 

radial distance of 1 nm. 

B. Attachment rates 

In nonpolar liquids bimolecular electron attachment rate constants, ka, are :much 

larger than those for conventional reactions of ions or radicals. This is in part related to 

the high mobility of electrons in these liquids; but various other factors, like VO, the 

kinetic energy of the electron, and dipole moment of the solute are important as well. 

These and other factors are examined below and also the dependence of ka on the energy 

gap, AG,, in representative liquids is also shown and discussed. 

It is natural to conclude that the high rate constants for electron attachment 

reactions in nonpolar liquids are associated with the high mobility of electrons. Early 

studies [96,104,105] of attachment to biphenyl and SF6 emphasized the dependence of ka 

on mobility. This relationship is apparent if the expression for the rate constant for a 

diffusion controlled reaction: 

kD = 4&De (13) 

is combined with the Einstein relation: 

De = p~ kBT/e (14) 

then: 

kD = 4 n & p ~ k ~ T / e  (15) 
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In the solvents ethane, propane, and hexane a reaction radius, Re, of 1.4 nm was found for 

attachment to SF6. This is close to the theoretical maximum radius for electron 

attachment in the gas phase. [ 1061 

Modern theory suggests that rates of electron transfer reactions depend on the 

potential energy difference. [ 1071 For electron attachment reactions in solution that 

difference is given by the difference in energy of reactants, in this case the electrlon plus 

solute, and the product anion (see Eq. 9). Since this theory works so well for electron 

transfer, it is interesting to examine the dependence of rates on AGQ) for electron 

Figure 8.6 

attachment reactions; such a plot for cyclohexane as solvent is shown by Fig 8.6. For one 

of the solutes, difluorobenzene, AGr(Z) is known from equilibrium studies. For the other 

solutes AG,(Z) was calculated using Eq, 9. Values of rate constants and electron affinities 

are from references given in the figure legend. The continuum model of Born: 

(1 6) 
e2 1 

2R, E 
Epo, (s-) = --(1- -) 

was used to calculate Epol(S-), where the radius of the anion, Rs, was calculated fkom the 

molar volume of the solute. Many of the rates for cyclohexane are close to 3 x 10l2 M-',s- 

(dotted line in Fig. 8.6). Since the room temperature electron mobility in cyclohexane is 

0.22 cm2/Vs,[19] this rate corresponds to a reaction radius of 0.72 nm, assuming equation 

15 applies. The lack of dependence on the exothermicity, AG,(Z), for most of the reactions 

included in Fig 8.6 indicates that the rate is determined by the rate of diffusion of the 

electron to the solute. 
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A plot of the attachment rate in cyclohexane versus simply the electron affinity of 

the solute, shown in a paper by Christophorou, [116] is similar to Fig 8.6 in appearance. 

Christophorou concluded that for solutes with EA > 0, ka is close to the diffusion 

controlled rate. The similarity in plots is not surprising since for many of the larger solute 

molecules the polarization energy is nearly the same and thus changes in AGr(Z) are 

proportional to changes in EA. Christophorou suggests that the rate constant drops off to 

very low values when EA < -0.9 eV. 

Some reactants have rate constants higher than 3 x 1 0l2 M-Is-'; examples are 

nitrobenzene and o-dinitrobenzene. These two compounds have large dipole moments of 

4.1 and 6.1 Debye, respectively, and it has been shown [ 1 101 that rate constants in 

cyclohexane increase with dipole moment because the reaction radius increases. That 

dependence is given by: [ 1 171 

where U(r> is a function of the dipole moment and rc the hard core radius of the reactant 

pair. Diffusion rates calculated with Eq. 15 agree with the experimental values for a series 

of nitrobeilzenes when Eq. 17 is used to calculate &. [ 1 101 

Many of these attachment reactions are also diffusion controlled in other solvents 

of low electron mobility like for example a-hexane. It has been suggested that this is the 

case for all solvents for which p~ < 1 cm2Ns. [ 1 181 For this to be true the rate constant ka 

should scale as the mobility. For hexane the rate constants for attachment to solutes like 

biphenyl, naphthalene and difluorobenzene are close to 1 x lOI3 M-', s-' or 1/3rd the value 

in cyclohexane. The mobility in n-hexane is approximately 1/3rd that in cyclohexane; [2] 

thus k, scales with p~ for these two solvents. 
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An interesting example of a diffusion controlled reaction is electron attachment to 

SF6. Early studies showed that in n-alkanes ka increases linearly with pe over a wide 

range of mobilities from 1 0-3 to 1 cm2/vs. [ 1 191 Another study of the effect of electric 

field (E> showed that in ethane and propane ka is independent of E up to approximately 90 

kV/cm, but increases at higher fields. [ 1051 This field is also the onset of the supralinear 

field dependence of the electron mobility. [ 1201 Thus over a wide range of temperature 

and electric field the rate of attachment to SF6 remains linearly dependent on the mobility 

of the electron, p ~ ,  as required by Eq. 15. 

Diffusion is not always rate determining of course. Exceptions shown in Figure 

8.6 are oxygen and perfluoromethylcyclohexane for which the rate constants are below the 

diffusion rate; these are considered in more detail below. The dependence of ka on 

electron mobility also breaks down if %e mobility ? 10 cm2/Vs. This was noted early on 

for the reaction of the electrofl with biphenyl. [ 104,12 11 

Figure 8.7 

Many attachment reactions have been studied in 2,2,4-triinethylpentane, a liquid 

for which p~ is 6.6 cm2/vs at room temperature. Attachment rate constants for many 

solutes in 2,2,4-trimetliylpentane are shown in Figure 8.7 plotted versus AGr(l). The 

dotted line shows the diffusion rate for the radius of 0.72 nm, derived for cyclohexane. In 

2,2,4-trimethylpentane only a few solutes, like SF6, C6F6 and the metal carbonyls, come 

close to the diffusion rate. 

The attachment rate constants for the solvent tetramethylsilane (TMS), in which 

the electron mobility is 100 cm2Ns, are shown in Fig 8.8. The solutes include those listed 

Figure 8.8 

in a recent compilation by Nishikawa [2] plus pyrimidine and C60 from recent 

studies.[93,122] The values of ka range over four orders of magnitude, neverthelem as some 
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conclusions become apparent. For large energy gaps ka is close to l O I 4  M-ls-', with the 

exception of benzoquinone, duroquinone and 0 2  which are special cases (see below). 

The diffusion rate, shown by the dotted line, was calculated using the value of & = 0.72 

nm suggested for cyclohexane. None of these reactions occurs at the diffusion rate in 

TMS. For moderate energy gaps (AGr = -0.7 f 0.3 eV) ka tends to be around l O I 3  M-Is-'. 

When AG, is close to zero much lower rate constants are observed. 

The value of k, for attachment to SF6 given in Fig 8.8 is 2.1 x l O I 4  M-ls-'. This 

reaction has also been studied in other high mobility liquids including methane ( p ~  = 400 

cm2/Vs), argon ( p ~  = 400 cm2Ns), and xenon ( p ~  = 2000 cm2Ns)[127-1291 and the rate 

constant is nearly constant at 3 2 1 x l O I 4  M-'s-'. This has been explained by Wmnan 

E1061 and others as due to the fact that the residence time, TD, of an electron within a 

reaction radius, &, is short compared to the attachment time, ZA. Thus rate constants 

would be expected to fall off with increasing mobility according to the equation: . 

4x R, D 
k ,  = 

l+Z,/Z, 

At high enough mobility, since ZD is k2/2D, ka reaches a constant value of 2 n L 3 h  E 3 x 

l O I 4  M-'s-', which explains the near constant rate for attachment to SF6 observed in liquids 

of high mobility. 

Figures 8.7 and 8.8 show that rate constants are mostly below the diffusion limit. 

Some rates are a few orders of magnitude lower and these reactions have been interpreted 

as dependent on the energy gap. Attachment to 0 2  is a case in point.[123] Like many of 

these reactions this is a non-dissociative attachment reaction. As pointed out by 

Henglein,[130,13 11 attachment to 0 2  is most favorable when the energy gap is small. As 

can be seen in Figures 8.6 - 8.8, AGr is between -2.6 and -2.0 eV for these solvents and 
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thus the reaction is unfavorable at room temperature. Any decrease in the gap would be 

expected to increase the rate. The positive activation energy of approximately 2 kcal/mol 

for this reaction in most solvents can be accounted for in this way. As the temperature 

increases the density decreases causing the energy level of the electron to decrease and the 

value of E,,l(O;) to increase thus narrowing the energy gap. The effect of increasing 

pressure on this reaction is of interest, since increasing pressure causes the density to 

increase, the energy levels of the electron increase and the value of Epol(02-) decreases. 

Thus the energy gap increases with increasing pressure. Preliminary studies show that the 

rate of attachment to 0 2  in n-pentane as solvent decreases a factor of two in 1 kbar. [132] 

The attachment rate to 0 2  has also been studied in liquid argon and xenon. [127] The rate 

decreases with increasing field or, since the field increases the average electron energy, 

the rate decreases as the kinetic energx of the electrons increases. Thus at higher fields 

there is more energy available for the reaction and the rate shows down. 

There is a class of solutes, including ethylbromide, N20, C2HC13 and certain 

fluoroalkanes, that show negative activation energies for attachment in liquids like TMS 

and neopentane. [ 191 [ 1231 For ethylbromide the rate constant of electron attachment in 

TMS is 4.2 x 10" at 23 O C .  This is point 14 on Figure 8.8. Lowering the temperature 

causes the energy level of the electron, VO, to increase and the polarization energy of the 

anion Epol(S-) to decrease. Thus lowering the temperature increases the energy gap 

between the electron energy level and the energy of the ion in solution and the rate 

increases. For neopentane as solvent the effect is siinilar except the electron energy level 

is higher making the gap larger and at 24 OC k, is 3.4 x 10'l M-'s-', an order of magnitude 

larger than in TMS. The rate reaches a maximum in 2,2,4-trimethylpentane where k, is 

6.3 x 10l2 M-'s-' at 23 OC (point 14 in Figure 8.7) because the electron level is even higher. 

Thus the rate increases as the energy gap increases. In the gas phase this reaction shows a 
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maximum in the attachment rate for an electron energy of 0.76 eV. [133] This value was 

used for AG&) in calculating AGr(Z). In TMS AGr(Z) turns out to be +0.32 eV, or this 

vertical attachment reaction is unfavorable. In 2,2,4-TMP AGr(Z) is close to zero, or in 

terms of the electron redox level picture of Henglein [ 1341, the occupied donor level 

(electron in the solvent) matches the unoccupied acceptor level (ethyl bromide). But the 

rate constant is less in cyclohexane, 2 x 10l2 M-*s-' at 23 OC, where the electron level is 

even higher. This is explained by the fact that the reaction is limited by the diffusion rate, 

which should be somewhat less than the line in Figure 8.6 because of a smaller reaction 

radius for this solute. 

The explanation of the negative activation energies for attachment to N20, C2HCl3 

[ 19land perfluorocyclobutane [ 1231 in TMS is similar to that for ethylbromide above. 

These molecules exhibit maxima for electron attachment in the gas phase at 2.2 eV, [135] 

0.4 eV, [136] and 0.35 eV, E1371 respectively. Thus rates are expected to increase as the 

energy gap increases. However, in 2,2,4-TMP and n-hexane the attachment rates oh L) ow 

normal Arrhenius behavior. For these solvents the ratio k$pD is constant over a range of 

temperatures indicating the reaction becomes diffusion limited as was the case for 

ethylbromide in cyclohexane. Other perfluoroalkanes like n-C~F12 and n-C6F14 are 

reported to show maxima as is seen for cyclo-C4Fg. [ 1381 

Carbon dioxide reacts in a manner similar to the solutes discussed above in that as 

the energy gap increases the rate of attachment increases. However, unlike the other 

solutes this reaction is reversible in solution and the equilibrium: 

e- + C02 ~ ' t  C02' (19) 

has been studied in several nonpolar liquids as well as in supercritical ethane. Thus, not 

only have attachment rates, ka, been measured, but also values of the free energy of 
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reaction, AGr, are available. The rate constants, k,, for this reaction, obtained at various 

temperatures and pressures in several fluids: TMS, 2,2,4-trimethylpentane, 

dimethylbutane and supercritical ethane,[ 126,1391 are plotted in Figure 8.9. In liquids the 

rate constant is independent of temperature at any 
. " .  

Figure 8.9 

pressure but increases with pressure. The increase in rate with pressure can be explained 

by the increase in electron energy level [39] and the increase in stability of the ion with 

pressure that causes the energy gap to increase. As shown in figure 8.9 log k, is linearly 

dependent on AG, and k, increases about three orders of magnitude as the energy gap 

increases by 0.4 eV. 

The reaction of electrons with p-benzoquinone is an unusual case. A conductivity 

study showed that the reaction is slow gt room temperature in TMS and neopentane and 

the activation energies are negative. [140] The energy gaps are large: AG,(Z) is 4!.3 eV in 

TMS and -2.44 eV in neopentane, indicating possible inverted behavior. However, in 

2,2,4-TMP AGQ) is even lower, -2.58 eV and the rate of attachment is fast. In 

cyclohexane, n-pentane, and n-hexane, where the electron levels are high, the reaction 

appears to be diffusion limited. The results were explained by assuming an equilibrium 

with an excited state of the anion: 

e- + benzoquinone s benzoquinone-" (20) 

benzoquinone-* -+ benzoquinone' (21) 

The excited state lies 2.07 eV above the ground state, thus there is sufficient energy available in 

all solvents to reach this state. The kinetic analysis indicated that the attachment rate is fast in all 

solvents. In TMS, neopentane, and 2,2,4,4-tetramethylpentane the energy levels of the electron 
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are low enough that the reverse reaction, autodetachment from the excited anion, occurs with 

small activation energy. 

Recently the excited state of benzoquinone anion was detected both by absorption and 

fluorescence. [141] The lifetime of the excited state in 2,2,4-trimethylpentane is M 120 ns or k21 = 

8 x lo6 s-’. If it is assumed that the lifetime is similar in the other nonpolar solvents then the 

results of the two studies may be combined to evaluate the detachment rate from the excited 

anion. At room temperature this calculation gives k-20 = 6 x lo8 s” in TMS, thus detachment 

readily competes with deactivation of the excited state of benzoquinone anion. The latter process 

includes internal conversion as well as fluorescence. In 2,2,4,4-tetramethy1pentaney where the 

activation energy for detachment is 0.41 eV, k 2 0  is 4 x lo6 sW1 and some autodetachment occurs 

along with fluorescence. In solvents like n-pentane, n-hexane and cyclohexane the activation 

energies for detachment are much higher, because the electron energy levels are higher, and the 

reaction proceeds directly to benzoquinone anion at the diffusion rate. 

For attachment to C02 the rate constant clearly shows a dependence on AGr(Z). 

However, for attachment to other solutes like aromatics the dependence on AGr(Z) is not 

yet clear. Questions remain like what is the role of reorganization energy, which can be 

large even in nonpolar solvents;[142] it was pointed out earlier that there is considerable 

density augmentation around the negative ions formed in attachment reactions. For 

solvents like TMS, rates maximize for values of AGr(0 near -0.7 eV; what rate is to be 

expected for large values of -AG,(Z)? Is the high rate observed for c60 typical or the low 

rate for quinones more typical? Further study is needed to resolve these questions. 

VI Transport Properties 

A. Quasi-fiee mobility. The drift mobility of electronsin nonpolar liquids ranges from 

high values such as that for liquid xenon of 2000 cm2Ns to low values like that for tetradecane of 

28 



I 
' 4  

0.02 cm2/Vs. It has often been suggested that the mobility is high for symmetrical molecules and 

low for straight chain molecules like n-alkanes. Inspection of Table 8.2 shows that liquids with 

Table 8.2 

symmetrical molecules are indeed at the top of the lkt. However, other less symmetrical 

molecules like bis-trimethylsilylmethane and 2,2,4,4-tetramethylpeiitane also show high drift 

mobility. A more important factor may be the existence of many methyl groups in the molecule. 

In any case, €or liquids for which p~ > 10 cm2/vs, the electron is considered to be quasi-free. 

This is supported by the Hall mobility studies, as discussed below. 

The mobility of quasi-free electrons has recently been explained by the deformation 

potential theory. Originally from solid-state physics, this theory was applied by Bas& and Cohen 

to liquid argon. [68] The theory assumes that scattering occurs when the electron eiicounters a 

change or fluctuation in the local densip which results in a potential change. The potential is 

assumed to be given in terms of dVo/dN, d2VJdN2, etc. The formula they derived for the mobility 

is: 

Where XT is the isothermal compressibility and m* the effective mass of the electron. A similar 

expression was derived by Berlin, et al.[ 1441 Equation 22 was latter shown to account for many 

of the features of the density dependence of the mobility in Ar, Kr, and Xe.[66] Namely, it 

predicts a minimum in the mobility near the critical density and it correctly predicts a maximum 

in the mobility at the density at which Vo is a minimum; i.e. when dVo/dN = 0 (compare Figures 

8.3 and 8.10). Scattering in these fluids is weakest at this 

Figure 8.10 
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density. At higher densities a decrease in mobility is predicted as is observed experimentally. 

Although the general features of the experimental mobility are reproduced, the predicted values 

of p~ around the minimum near NC are much to small, largely because XT for the fluids are very 

large in this region. Arguing that electron-medium interactions are relatively short-ranged, 

Nishikawa suggested that XT be replaced by the adiabatic compressibility.[ 1471 This greatly 

improved the agreement at these densities for Ar. 

Since these papers were published, accurate values of Vi in argon have been obtained by 

the field ionization technique[60,61] as described in section 111. Also the effective mass, m*, of 

the electron in argon is now available from theory[l48](see Section VI-E). Previous workers had 

taken m* = me. As a test of equation 22 the mobility in argon was recalculated here using these 

new data. The adiabatic compressibility was used and the value of p was obtained by making 

both sides of equation 22 equal at the density at which Vi is a minimum. Figure 8.10 shows that 

this calculated mobility compares well with the experimental data of Jahnke, et al.[145] This 

theory has also been shown to predict quite well the density dependence of the mobility in xenon. 

[I491 

This theory has also been used to predict mobility for molecular liquids. Neopentane and 

TMS are liquids that exhibit maxima in the electron mobility at intermediate densities. [46] These 

maxima occur at the same density at which Vi is a minimum, in accordance with the Basak- 

Cohen theory. The drift mobility in TMS has been measured as a function of pressure to 2500 

bar. [ 1501 The observed relative experimental changes of mobility with pressure arle predicted 

quite well by the Basak-Cohen theory; however the predicted value of p~ is 2.5 times the 

experimental value at 1 bar and 295K. In this calculation the authors used XT to evaluate the 

mobility. This is reasonable in this case since for liquids there is little difference between the 

adiabatic and isothermal compressibilities. A similar calculation for neopentane showed that the 

Basak-Cohen theory predicted the Hall Mobility of the electron quite well for temperatures 
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between 295 and 400K.[151] Itoh, et a1.[152] extended the theory to mixtures taking 

concentration fluctuations into account, but found the data for TMS -neopentane mixtures were 

best fit if only density fluctuations were considered. 

Other theories have been proposed in recent years to account for the mobility of quasi- 

free electrons. Borghesani studied the field dependence of the mobility in Ar-Kr and Ar-Xe 

mixtures and found the results disagreed with the deformation potential model.[ 1531 Instead the 

results could be described by a gas-kinetic model, if concentration dependent scattering cross 

sections were used. Atrazhev, et al. [ 1541 used pseudopotential theory and similarly derived 

density dependent scattering lengths, which varied from negative values at low density to positive 

values at high density. Their theory qualitatively describes the density dependence of the 

mobility in Ar, Kr, and Xe. Naveh and Laikhtman[l55] introduced scattering from longitudinal- 

acoustic phonons into the deformation potential fiamework. Their theory gave excellent 
k- 

agreement with experimental results for Ar for densities from 0.8 to 11.2 x lo2’ cm3. A different 

approach was used by Hsu and Chandler[l46] who used Feynman’s polaron theorry[l56] for the 

mobility and a pseudopotential consisting of attractive and repulsive parts. These two terms 

counteract at some intermediate density and result in a peak in the mobility. Their calculation for 

Ar is shown as the dashed line in figure 8.10. 

The deformation potential model seems to provide a suitable framework to understand the 

quasi-free electron mobility in nonpolar liquids. Already several extensions or modifications on 

this theory have been proposed and the dependence on temperature and pressure seem to be 

adequately explained. But several authors have taken different approaches to the problem 

showing that a consensus in our understanding has not yet been reached. 

B. Trapped State Transport. For many nonpolar liquids the electron drift mobility is less 

than 10 cm2/Vs, too low to be accounted for in terms of a scattering mechanism. In these liquids 
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electrons are trapped as discussed in Section IV. Considerable evidence now supports the idea of 

a two-state model in which equilibrium exists between the trapped and quasi-fi-ee states: 

The magnitude of the mobility then depends on the value of the quasi-free mobility in such 

liquids multiplied by the fraction of time the electron is quasi-free, since the trapped electron is 

relatively immobile. Thus: 

This equilibrium depends on many factor like VO, AGsoln(e-), temperature, and pressure. 

Differences in these and other factors are presumed to account for the wide range of mobilities 

observed (see Table 8.2). 

Studies of the effect of pressure on p~ for nonpolar liquids provided support for the two- 

state model. Pressure affects the position of the equilibrium (23) because of the volume change 

associated with trapping of the electron, AVW. These volume changes were deduced from changes 

in p~ with pressure. For n-alkanesE1571 as well as some alkenes[l58] the mobility decreases with 

pressure, as shown in figure 8.1 1 for n-hexane and - pentene. 

Figure 8.1 1 

These changes in p~ led to values of AVtr equal to -22 and -27 cm3/mol for n-hexane and 1- 

pentene, respectively. The negative volume changes are due to the role of electrostriction[ 1601 of 

the solvent around the trapped electron and the electrostriction volume, Vel, is a function of the 

isothermal compressibility XT of the liquid. 

For certain liquids like cyclohexene,[ 1581 o-xylene and m-xylene[ 1591 the mobility 

increases with increasing pressure (see Figure 8.1 1). These results provided the key to 

understand the two-state model of electron transport. In terms of the model AVtr is positive; for 
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example, for o-xylene AVtr is +21 cm3/mol. Since electrostriction can only contribute a negative 

term, it follows that there must be a positive volume term which is the cavity volume, V,,(e). 

The observed volume changes, AVtr, are the volume changes for reaction 23. These can be 

identified with the partial molar volume, c, of the trapped electron, since the partial molar 

volume of the quasi-free electron, which does not perturb the liquid, is assumed to be zero. Then 

the partial molar volume is taken to be the sum of two terms, the cavity volume and the volume of 

electrostriction of the trapped electron: 

- 
AVh. = V, =V,,(e) + V,l(e) (25) 

Whether is positive or negative depends on the relative value of the two terms in Eq. 25. Ten 

hydrocarbons were studied and the cavity volume term found to be relatively constant at 96 t- 18 

cm3/mol. The electrostriction term varies, however, with the compressibility of the liquid. The 

compressibilities of the xylenis are approximately one-third that for 1 -pentene. Thus the cavity 

volume term dominates for the xylenes and AVtr is positive. The V,1 term dominates for 1- 

pentene and the n-alkanes and AVt, is negative. 

The main experimental effects are accounted for with this model. Some approximations 

have been made; a higher-level calculation is needed which takes into account the fact that the 

charge distribution of the trapped electron may extend outside the cavity into the liquid. A 

significant unknown is the value of the quasi-free mobility in low mobility liquids. In principle 

Hall mobility measurements (see section VI-C) could provide an answer but so far have not. 

Berlin, et al. estimated a value of pqf = 27 cm2Ns for hexane. [ 1441 Others have suggested values 

around 100 crn2/Vs. Mozumder introduced the modification that motion of the electron in the 

quasi-free state may be in part ballistic, meaning there is very little scattering of the electron 

while in the quasi-free state. [ 16 11 
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Thus, considerable support exists to support the two-state model of electron transport. 

The magnitude of the mobility is dependent on many factors including VO, psf, AGsoln(e), 

temperature, pressure, and other factors. Presumably differences in these factors can explain the 

wide range of mobilities observed for nonpolar liquids. For example, Mozumder has recently 

related p~ to Gfi for a series of hydrocarbons through the thermalization distance.[ 1621 The fact 

that the mobility of trans-2-butene is approximately 100 times lower than that of cis-2-butene (2.2 

cm2/Vs)[ 163lis still quite surprising. 

C. Hall Mobility. Measurements of the Hall mobility of electrons in nonpolar liquids are 

few in number but those that have been made provide information about the transport processes 

that is not available fi-om drift measurements alone. The Hall mobility, p ~ ,  is obtained by 

measuring the deflection of electrons by a magnetic field while they are drifting in an electric 

field, Since the deflection occurs only while the electrons are quasi-free, p ~ ,  is a measure of pqf. 

Measurements of p1-1 that have been done are for liquids of high drift mobility. The results for 

liquid argon[ 1641 and xenon[ 1651 show that p~ i s  approximately equal to p~ near the respective 

triple points. The results for TMS indicate the ratio ~ H / ~ L D  is close to unity over a large 

temperature range from 295 to 437 K.[ 1661 For neopentane p~ is quite comparable to p~ at 

temperatures fiom 293 K to 413 K; however near the critical temperature, 434 K, the ratio p $ p ~  

is about five, suggesting there are localized states produced by density fluctuations in neopentane 

at this temperature. [ 15 1 , 1671 This effect is similar to the localization in clusters observed in 

xenon near the critical density (see above). For 2,2-dimethylbutane p~ is 12 cm2/Vs and for 

2,2,4,4-tetrametliylpentane p~ is 32 cm2/Vs at 293 K.[168] These values are comparable to the 

values of the drift mobility for these compounds (see Table 8.2). For 2,2,4-trimethylpentane p~ is 

3.5 times p~ at room temperature, indicating trapping occurs in this liquid, which is consistent 

with the observation of the solvated electron in this liquid (see section IV). 
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Diffusion Coeflcient. For molecular liquids the diffusion coefficient of the electron can 

be obtained from the mobility and the Einstein relation, Eq. 14. The electrons reimain thermal in 

such liquids and the temperature, T, of the liquid can be used in Eq. 14. In liquid rare gases this is 

not the case if an electric field is applied, which caus& the electrons to gain energy. The extent 

of this effect was measured for liquid argon by Shibamura, et a1.[169] The energy was derived 

from the diffusion broadening of the electron cloud during drift of the electrons iin an electric 

field. Values of De were derived and the energy, kBT, of the electrons calculated from Eq. 14. 

The electron energy was found to increase from 0.1 to 0.4 eV as the electric field increased from 

2 to 10 kV/cm. 

E. Efective Mass (m *). Because of the lack of long range order in liquids the quasi-free 

electron is subjected to multiple scattering. This is taken into account by making an effective 

mass approximation in theoretical calculations of the mobility (see Eq. 22 and Section 111). 

Previously, because of the lack of experimental data, the effective mass was put equal to the free 

electron mass. The effective mass has been evaluated[ 1701 for some liquids from OF ionization 

cross section spectra.[l71] This procedure gave m* = 0.26 me for argon at 87 K, and m* = 0.27 

me for TMS, 2,2-dimethylbutane and 2,2,4-trimethylpentane at 296 K. From exciton spectra 

Reininger, et al. determined m* for argon to be 0.55111, at the triple point.[172] In a similar way 

Resliotko, et al. determined m * to be 0.28% for Xe at several densities near Nt. [ 1731 

L. 

Recently, the effective mass of the electron has been calculated[l48] within a Wigner- 

Seitz framework[ 1741 for Ar, Kr, and Xe. In all three liquids m * decreases with increasing 

density. At the triple point densities m * = 0.6 me in argon and m * = 0.3 me in xenon. 

F. Fast Negative Ions. In some liquids the electron is trapped as a solvent negative ion yet 

transport occurs much faster than expected for an ion. A well documented example of this type 

of electronic transport is found in liquid perfluorobeilzene where the electron attaches to form 

C6Fc.[ 1751 Although the VO level is not known for this liquid, the anion is stable because the 
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electron affinity of C6F6 is I. 1 eV and the anion is further stabilized by polarization. However, 

the negative ion has a mobility of 0.0 18 cm2Ns, much greater than that of the positive ion. 

Another example is the negative ion in liquid CS2, which has a mobility approximately 10 times 

that of the positive ion.[176] In supercritical C02 the anion also has a high mobility. At 41 OC 

the solvent anion mobility is 0.01 cm2Ns near critical density and increases with density to 0.015 

cm2Ns at 0.8 g/cm3. This increase is expected for a hopping mechanism since the average 

distance between sites decreases as the density increases. Solute ions are reported to have a 

mobility of about 0.002 cm2Ns at this temperature in supercritical CO2.[177] 

Studies have shown that the electron mobility in aromatic liquids changes upon 

application of external pressure but becomes constant above 2 kbar. At low pressures the electron 

is trapped in a cavity as discussed for alkanes in section VI-B. Increasing the pressure causes the 

equilibria: 

to shift to the right. The mobility observed at high pressure for toluene is 0.06 cm”Ns,[178] for 

benzene is I 0.08 cm2Ns,[178] for m-xylene and o-xylene 0.06 and 0.04 cm2Ns, 

respectively.[159] Transport at high pressure is believed to occur by hopping: 

A- + A  --j A +A-  (27) 

Hopping occurs between neighboring molecules and the activation energies are small, fi-om 0.12 

to 0.15 eV for the hydrocarbons. Fast anions have also been suggested for liquid SF6. [ 1791 Thus 

several examples of this type of transport for the negative charge exist and the mobilities are 

comparable. ‘More examples are expected to be found in the future. 

Positron mobility. It is interesting to compare the properties of positive electrons, 

positrons, with the properties of electrons in nonpolar liquids. Values of the mobility of 

positrons, p+, are now available for a few liquids. Early measurements for p+ in n-hexane ranged 
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from 8.5 to 100 cin2/Vs.[180,181] In arecent study the Doppler shift in energy of the 511 keV 

annihilation gamma ray in an electric field was utilized to measure the drift velocity. This 

method led to p+= 53 cm2/Vs in n-hexane and 69 cm2Ns in 2,2,4-trimethylpentmeRne.[182] 

Interestingly these values are comparable to the mobilities of quasi-free electrons in nonpolar 

liquids. 

Applications 

This chapter would not be complete without mentioning applicatioiis of electrons in 

nonpolar liquids. Scientists who are very interested in the properties of electrons in these liquids 

are the detector physicists, working in high energy physics, gamma ray astronomy, cosmic 

radiation, or positron emission tomography. [ 1831. Ionization chambers are used in these fields 

to detect particles by the current signals induced by the excess electrons produced. Ideal liquids 

for such applications would have high c e e  ion yields, high drift velocities, and high density. 

Liquid purity is important as well so that the electrons live long enough to reach the electrode. 

Table 8.3 

There are a variety of detectors currently in use to detect particles from neutrinos to 

WIMPS. Table 8.3 is a partial list of some of these that are currently in use or under construction. 

As noted, some utilize multi-ton quantities of liquid. The first such detector was a sampling 

calorimeter containing 300 liters of liquid argon.[l84] Many of the detectors in use today in high 

energy physics experiments are of this type. They are calorimeters because the particles are 

totally stopped within the detector and the energy of the particles can be determined by the 

ionization produced in the liquid. Heavy metal plates, each a few mm thick, are introduced and 

the ionization is ‘sampled’ in the liquid between the plates. An electromagnetic calorimeter 

detects electrons and gamma rays. The latter create electron-positron pairs; these in turn produce 

lower energy gammas that create more pairs, etc. This sequence of events is called an . 

electromagnetic shower. The DO detector at Femilab is an example that has been in operation 

37 



1 

since 199 1. [ 1 851 A hadron calorimeter that records signals from strongly interacting particles is 

often incorporated in such detectors. Calorimeters have necessarily grown as the energy of the 

particles in high energy physics experiments have increased. For example, the ATLAS detector 

at CEFW is a 200 kiloton detector. Specific details about these detectors are given. in the cited 

references. [ 1861 To avoid the necessity of a cryogenic container some calorimeters have utilized 

molecular liquids like TMS [ 1 87land 2,2,4,4-tetramethylpentane. [ 1881 

Another type of liquid detector is the time projection chamber (TPC). Examples are 

ICARUS, a large liquid Ar detector,[ 1891 and LXeGRIT.[ 1901 These detectors determine both 

the energy and direction of the incoming particle or photon. [ 19 11 Liquid xenon detectors are 

usually smaller due to the high cost of xenon. For the purposes of gamma-ray astronomy, the 

scintillation of the xenon provides a trigger for an event and the direction of the particle is 

obtained by measuring the time required for electrons to drift to the collecting electrodes. 

Balloon flights by E. Aprile’s group from Columbia have demonstrated the feasibility of such 

gamma-ray telescopes. [ 1901 
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Tables 

Table 8.1 - Energy Levels of Electrons at 298 K 

Solvent vo (eV> 

n-Hexane 

Cyclohexane 

0.10 

0.01 

n-Pentane 0.01 

3 -Methylpentane 0 

2-Methylbutane - 

2y2,4-Trimethylpentane -0.17 

2,2-Dimethylbutane -0.26 

2,2-Dimethylpropane -0.38 

Tetramethylsilane -0.62 

Bis(trimethylsily1)methane -0.66 

Hexamethyldisiloxane -0.70 

Data fkom Refs [2,33,34] 
_- 

AGSOlIl(4 

-0.33 

-0.28 

-0.32 

-0.33 

-0.34 

-0.40 

-0.43 

-0.44 

-0.62 

-0.66 

-0.70 
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Table 8.2 - Free Ion Yields and Mobilities at 293 - 295 K 

No. Liquid Gfi PD 
(electrons/loo eV> (cm2/Vs) 

1 Tetramethylsilane 

2 Tetramethylgermane 

3 Neopentane 

4 Bis-trimethylsilylmethane 

5 Bis-trimethylsilylethane 

6 Ethane 

7 2,2,4,4-Tetramethylpentane 

8 Hexamethyldisiloxane 

9 Hexamethyldisilane 

10 2,2-Dimethylbutane 

1 1 2,2,5,5-Tetramethylhexane 

1 2 2,2,4-Trimethylpentane 

13 2,2,3,3-Tetramethylpentane 

14 Polydimethylsiloxane 

15 Propane 

16 Cyclopentane 

17 2-Methylbutane 

18 3,3-Diethylpentane 

19 2-Methylpentane 

20 Cyclohexane 

2 1 3-Methylpentane 

22 n-Pentane 

23 n-Hexane 

0.7 

0.63 

1.1 

0.5 

0.41 

0.94 

0.74 

0.30 

0.33 

0:5 8 

0.67 

0.33 

0.42 

0.24 

0.19 

0.16 

0.17 

0.23 

0.15 

0.15 

0.15 

0.15 

0.13 

100 

90 

69 

63 

47 

37 

26 

22 

20 

12 

12 

6.6 

5.2 

4.6 

2.6 

1.1 

0.93 

0.76 

0.29 

0.24 

0.20 

0.14 

0.074 
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24 Benzene 0.054 

25 Toluene 0.051 

26 Methylcyclohexane 0.12 

Data &om refs[2,15-19,143] 

0.13 

0.08 

0.068 
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Table 8.3 - Ionization Detectors 

Name Liquid Location Type Detects Year 

DO 42,000 Fermilab EM Sampling Electrons 1991 
Calorimeter , .  Liters Ar 

Walic 1 TMP UA1 - CERN EM Sampling 
Calorimeter 

1988 

-- 21 0 liter Karlsruhe Calorimeter Cosmic Rays 1994 
TMS 

KEDR 24TonKr CERN EM Calorimeter 1996 

ICARUS 600 Ton Ar Gran Sasso Time Projection neutrinos 2001 
Italy Chamber p decay 

ATLAS 140tonAr CERN EM &Hadron Higgs 2007 
Calorimeters boson 

Compton Telescope gamma rays 1999 
h 

LXeGRIT 7 liter Xe Balloon 

DAMA/Xe-2 2 liter Xe Gran Sasso Scintillator WIMPS 1998 
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Figure Captions 

Figure 8.1 

Log-log plot of free ion yield versus electron mobility in nonpolar liquids. Data from 

refs[2,15- 1 91 

Figure 8.2 

Free ion yields for n-hexane, 2,2,4-trimethylpentane and 2,2,4,4-tetramethypentane as a 

function of x-ray energy. Points are experimental. [23-251 Dashed lines are theoretical. [26]; 

dotted line is theory. [27] Reproduced by permission.[28] 

Figure 8.3 

Energy of the quasi-free state in rare gas fluids as a function of density. 

Solid lines represent recent results obtained by field ionization for Ar, [61] Kr and Xe.(see Eq. 

6)[63] Recent theoretical calculations are shown for Ar by the dashed lines Ref. [64] and for Ar, 

Kr and Xe by the dotted lines. [65] 

. .. .. . -  Figure 8.4 1 ~. 

Absorption spectra of solvated electrons in alkanes versus wavelength. Solid line is for .<= 

methylcyclohexane at 295 K.[78] Dashed line is for 3-methyloctane at 127 K.[79] Dash-dot line 

for 3-methylpentane at 77 K.[80] Spectra have been normalized to unity at the peaks. 

Figure 8.5 

Free energies for attachment to solutes: MeSt - methylstyrene, Sty - styrene, Bph - 

biphenyl, COz, Pyr - pyrimidine, Tph - triphenylene, Dfb - p-difluorobenzene, To1 -toluene, But 

- 1,3-butadiene, Pyz - pyrazine in TMS, 2,2,4-trimethylpentane and n-hexane at 298 K and in 

supercritical ethane at 3 10 K. Data from refs. [91-931 [90,94-991 
, / . . . I ,  , . .  . - -. .. . . . , , .  
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Figure 8.6 

Rate constants for electron attachment to solutes in cyclohexane at 295 K. Solutes are: 1 - 

CC14, 2 - p-dinitrobenzene, 3 - benzoquinone, 4 - o-dinitrobenzene, 5 - nitrobenzene, 6 - 02,7 - 

perfluoromethylcyclohexane, 8 - pyrene, 9 - anth;acene, 10 - biphenyl, 1 1 - naphthalene, 12 - 

C02, 13 -p-difluorobenzene, 14 - ethylbromide. Dotted line indicates calculated diffusion rate. 

References for rate data. [ 19,108- 1 1 11 References for electron affinities [ 1 12- 1 1 51 

Figure 8.7 

Rate constants for electron attachment to solutes in 2,2,4-trimethylpenta~e at 295 K. For 

solutes numbered 1 - 14 see legend to Figure 8.6. Other solutes: 15 - c60, 16 - SF6, 17 - 

18 - W(CO)6, 19 - Cr(C0)6,20 - perylene, 21 - Mo(CO)~, 22 - t-stilbene, 23 - blenzperylene, 24 

- coronene, 25 - pyrazine, 26 - pyrimidine, 27 - styrene, 28 - a-methylstyrene. Dotted line is 

calculated diffusion rate. References fgr rate data. [ 19,58,108,109,122- 1241 References for 

electron affinities. [112-1151 - 
Figure 8.8 

Rate constants for electron attachment to solutes in tetramethylsilane at 295 K. 

For solutes numbered 1-28 see legends fpr Figs 8.6 and 8.7. Other solutes: 29 - 

duroquinone, 30 - CH31, 3 1 - cycloC4F4,32 - C2HCl3,33 - phenanthrene. Dotted line is 

calculated diffusion rate. References for rate data. [l 8,19,58,90,93,122,123,125,126] 

References for electron affinities. [ 1 12-1 151 

Figure 8.9 

Rate constants for electron attachment to CO2 versus the free energy of reaction in 

different fluids: o 2,2,4-trimethylpentaneY[ 1261 0 2,2-dimethylbutaneY[ 13910 TMS,[1 261 

rn supercritical ethane.[99] 

* .  
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Figure 8.10 

Drift Mobility in argon as a function of density. 0 Experimental results at 55 

bar.[145] - Calculation - Basak-Cohen modified (see text). --- Calculation by Hsu 

and Chandler. [ 1461 

Figure 8.11 

Relative Drift Mobility as a Function of Pressure for Low Mobility Liquids. Mobility at 1 

bar in parenthesis. 0 1-pentene (0.048);[158] 0 n-hexane (0.071);[19,150]0 3- 

methylpentane (0.22);[2,157] A cyclopentane (1.02);[157] V cyclohexene (1.39);[158] + m- 

xylene (0.08); [ 1 591 0 o-xylene (0.0 1 9). [ 1 591 
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